
Outline

Inference in longitudinal data analysis through the
distance-based model using R

Sandra Melo1 Carles Cuadras2 Oscar Melo3
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Background

From a classical perspective, longitudinal data have been
analyzed using the model of univariate analysis of variance or
multivariate with repeated measurement.

In many statistical methods and data analysis is used the
geometric concept of distance between individuals or
populations, these methods are applied in fields such as
agronomy, anthropology, biology, genetics, psychology, etc
Arenas (2002).
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Boj et al (2011) developed the dbstats package. This package
contains functions for distance-based prediction methods.
These are methods for prediction where predictor information
is coded as a matrix of distances between individuals.

Cuadras (1996) present some additional results based on
distance model (DB) for prediction of mixed variables
(continuous and categorical) and explore the problem of
missing information giving a solution using DB.
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Solution through this work

we propose the extension of distance based estimation
methods in approach multivariate longitudinal data, using
distances in the explanatory variables with continuous
response variable. We study balanced data, where the number
of times each individual is measured is the same, and the
times are equally spaced.

Furthermore, simulations were performed in R, where is
compares the distance-based (DB) method in multivariate
approach with respect to classical MANOVA based on the AIC
and BIC information criterion, by structures of autocorrelation
AR (1) and compound symmetry.
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The use of this strategy to model problems of this kind
produces results equally robust than traditional modeling
strategies and works in cases with categorical, binary, mixed
and continuous explanatory variables.

We prove that the predictions generated are the same under
the proposed and classical models, except in mixed data using
Gower distance.

Both in application and simulation, was used the generalized
least squares (GLS) of library (nlme) for the fit of the models
in the univariate approach and MANOVA for the multivariate
approach, along with some adaptations that were made for
distances under certain correlation structures. Library
(cluster): daisy function used to calculate the dissimilarity
matrix.
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Multivariate model fitting, estimation, and hypothesis test

Let yij denote the response of i -th individual to the r -th evaluation
condition, where i = 1, . . . , n and r = t1, . . . , tm. It is assumed
that yir follows the general linear model

yir = v ′

i βr + eir

where vi = (vi1, . . . , vip)
′ is a vector with p known specific

coefficients for the i -th individual and βr = (β1r , . . . , βpr )
′ is a

vector with p unknown parameters.
Let ei = (eit1 , . . . , eitm)′ be the residual vector of length m

corresponding to the i -th individual, with distribution
ei ∼ NM (0m,Σ).
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In order to represent the model in matrix form, we define
Yn×m = [y ′

1, . . . , y
′

n]
′, Vn×p = [v ′

1, . . . , v
′

n]
′, βp×m = [β1, . . . , βm]

and en×m = [e′1, . . . , e
′

n]
′. Where Y is the data matrix for the

response variable, V is a design matrix of rank p ≤ (n − m), β

holds the unknown parameters and e contains the random errors.
The model can then be expressed as

Y = V β + e (1)
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Construction of longitudinal model with distances

Let Ω = {ω1, . . . , ωn} be a set consisting of n individuals. Let
δii ′ = δ(ωi , ωi ′) = δ(ωi ′ , ωi ) ≥ δ(ωi , ωi) = 0 be a distance (or
dissimilarity) function defined on Ω. Suppose that the distance
matrix with dimension n × n, ∆ = (δii ′) is Euclidean. Then there
exists a configuration of points v1, . . . , vn ∈ ℜp, where
vi = (vi1, . . . , vip)

′, i = 1, . . . , n, such that

δ2
ii ′ =

pX
j=1

(vij − vi ′j)
2 = (vi − vi ′)

′(vi − vi ′) (2)
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Once one of the distance measures presented above has been

selected, we define Ax = −1
2∆

(2)
x and Fx = HAxH, where

∆
(2)
x = (δ2

ii ′) and H = I − 1
n
11′ = I − 1

n
J is the centered matrix,

where 1 is a n × 1 column vector of ones and J = 11′. Also, Fx is
a semi-positive definite matrix Mardia (1979) of rank p.
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Therefore, the spectral decomposition

Fx =
�
I −

1

n
11′

�
Ax

�
I −

1

n
11′

�
=UxΛ

2
xU

′

x = XX ′ (3)

where X = UxΛx is a n × p matrix of rank p, Λx is the matrix of
positive eigenvalues of Fx and Ux contains the standardized
coordinates. Also, rows x ′

1, . . . , x
′

n of matrix X are the principal
coordinates of Fx .
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The model that we propose is

Y = 1B0 + XB + Ξ (4)

where 1 is a n × 1 column vector of ones, Y is like in model (1),
Xn×s is the matrix of known values with rank(X ) = s, Bs×m is the
matrix of unknown parameters, B0 is the 1 × m row vector and Ξ
is the error term matrix of dimension n × m. It is convenient to
split X in two parts, X = (X(k) L), where X(k) contains a subset
of k columns of X and L contains the rest. Thus, a k dimensional
distance based model is obtained. Such model can be expressed as

Y =1B0 + X(k)B(k) + Ξk (5)

and X(k) = (X1, . . . ,Xk) where each Xr , r = 1, . . . , k is a column
of X (and each Xi is a principal component).
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Parameter estimation

The model in (5) can be represented as

Y =XB + Ξk (6)

where X =
�
1 X(k)

�
= (1,X1, . . . ,Xk) and B =

�
B ′

0 B ′

(k)

�
′

.

The least squares estimator (LSE), of B, ÒB, is the matrix
minimizing the trace of

tr
�bΞ′

k
bΞk

�
= tr

h�
Y −XÒB�′ �Y − XÒB�i

where bΞk = Y − XÒB. The LS estimated parameters B verify the
normal equations (NE) and are given byÒB =

�
X′X

�
−1

X′Y (7)
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Least squares estimation

The residual matrix R0 = (R0(i , j)) of dimension m×m, is given by

R0 =Y ′Y − Y ′XÒB
=Y ′

�
I − X(X′X)−1X′

�
Y (8)

On the other hand, consider model (6) with restriction

HB = D (9)

where H, B, and D have dimensions s × (k + 1), (k + 1) × m and
s × m, respectively. Minimizing under the restriction using
Lagrange multipliers Λ, it can be shown thatÒBr1 = ÒB + (X′X)−1H ′

�
H(X′X)−1H ′

�
−1 �

D − HÒB� (10)
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Hypotheses in the form HB = 0

A testable linear hypothesis of rank s given by matrix H is

H0 : HB = 0 (11)

where the rows in H are a linear combination of those in X.
Restricting to hypothesis (11), it can be shown thatÒBr1 = ÒB − (X′X)−1H ′

�
H(X′X)−1H ′

�
−1

HÒB
and the residual matrix is

R1 =
�
Y − XÒBr1

�
′
�
Y − XÒBr1

�
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1 R0 ∼ Wm(Σ, n − k).

2 If H0 holds, matrices R0 and R1 − R0 follow Wishart
distribution with R1 ∼ Wm(Σ, n − k ′), R1 − R0 ∼ Wm(Σ, s)
where s = rank(H) and k ′ = k − s.

3 If H0 holds, matrices R0 and R1 − R0 are independent.

If H0 holds, then R0 and R1 − R0 are Wishart independent and

ΛW1
=

|R0|

|(R1 − R0) + R0|
=

|R0|

|R1|
∼ Λ(m; n − k, s)

Thus 0 ≤ ΛW1
≤ 1 has the Wilks’ distribution. H0 will not be

rejected if Λ is not significative and it will be rejected if Λ is small
and significative.
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Simulation

The continuous variable was sampled from a normal distribution
with mean 100 and variance 100; the categorical variable was
sampled from a multinomial distribution assuming three values
with probabilities 0.27, 0.53, 0.2, and the binary one from a
binomial distribution with p = 0.4. The response variable was
continuous and was created from the model errors. The errors
were created sampling a multivariate normal distribution with zero
mean and covariance matrix Ψ0 generated from two correlation
structures: AR(1) and compound symmetry. We simulated 126
scenarios in total with m = 4, 7, 10, variances σ2 = 10, 50, and
correlations ρ = −0.5, 0, 0.5, 0.9, for sample sizes n = 50, 100, 200.
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Simulation with compound symmetry correlation structure
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AIC criterion for distance-based and classic approaches
with AR(1) and compound symmetry. m = 4, σ

2 = 10 and

ρ = 0.5
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The blox-plots with choices m = 10, σ
2 = 50 and ρ = 0.9
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Application

We applied this new approach to the study the effect of gender
and exposure on the deviant behavior variable with respect to
tolerance of deviant behavior for a group of children studied over a
period of five years.
We initially performed an exploratory analysis of the data, where
the empirical growth record can be observed, and how the changes
differ significatively between youths, as Figure 1 reveals.
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Figure: Tolerance based on age by gender
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In order to illustrate the distance based approach, we fitted a
MANOVA with DB to the data using Gower distance in the
explicative variables (gender and exposure). The dependent
variable is tolerance and the selected fit criterium was Akaike’s
(AIC), giving a value of −14.548 and BIC, −5.0204. An adequate
correlation structure was sought for. We also made a fit using the
classic MANOVA model. The AIC and BIC values that we
obtained in this case were −14.294 and −4.766 respectively, higher
than with the distance based approach. However, the predictions
resulted very similar with just some small differences in the last
times.
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Conclusions

1 The proposed methodology is also useful as the it provides a
better fit than the classical models as additional components
are added and better fit compared to the traditional approach
in small sample with mixed data.

2 The use of this strategy is useful to predict both missing data
and futures observations, which have lower errors of prediction
than the traditional approach assuming normality.

3 We obtained similar results by both methods, but in large
sample a small benefit using classical MANOVA.

4 A method for performing inference on the parameters of the
model was presented.
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